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3 AIEEI
! 1 Fairness and Non-discrimination 100%
2  Privacy 97%
?‘;ﬁ ® (#0UNI Global Union) 5 PAceouniabiiity S
@ BB (EOECD - G20) 3  Transparency and Explainability 94%
G ARSI S - ARBY - IEEES) 4  Safety and Security 81%
FaA fEM(20IBM - Google) 5 Professional Responsibility 78%
J/ 6 Human Control of Technology 69%
6 Promotion of Human Values 69%

ERIZE: Harvard Uni., APz ZE ) B PR 22 78
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2 EEREYEERT™ (Fairness and Non-discrimination)
& REA: EARBEANESENARE, BEEAEAA AT HRERF REEXERERN RE
& 4 BAELMR. EABABENAR, HIMRSERINEEEKIRE

. 1EZIPMEARIE R (Transparency and Traceability)

o I AT AT AR TIOA G, BN AEER, B
CIRRS. EREFHS, ISR Al SRR 2 AR A B A
R,
* Sl ASEIESBEAHRHIES, SEARARSEHETIORE TR

. [BASFAERRENE QI8 (Privacy and Data Governance)

& PR ARREEERERRISATERNER, EREEEN BBEE/ATSHEEIEAIEREE, LA
ERENESANEDR
& S0 HRBEIGIAIES, RANREEREFEAS D EMEHEBER

T2 (Safety)
¢ iR FEFEKRESNTE. BGEEEBIERR, gEsEEs BT ENARE
ERYIRIE

¢ 20 REEGERREINGER, EERENEFERBETIAZERIAERERINE
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. MEEEE (Accountability and Communication)

* ;ﬁ‘ﬁg: RS TRENEBARANER, HRARREERESHERNE, FURREIEAIE
SRR
& S35 BURFTR IS ESRED, SAIERERMABIREBNEREXE L —

B EREEIE=FE (Autonomy and Control)

& REE: ERSAIRMIATERRYNATR, AIRHTHREINZARIESR, RHNRREEEEEALE

¢ 225 google map2FEITE., BEIEE. ERMIFZIR. TERRE. WEREBERZRIRE
HRRERGER, XFERIELSTNEENEIRAEEEREFERELRS, MIERER

. AIfREEM (Explainability)

& PR ERAIRMIATERRYARTR, EREIRMIERIKSHIEREIER, LIFERHIZREAEANET
SERERE. RIREAAEE
& 22 ERER(EFRSTIER RN R G (ADAS)IF, HITEIRRAVFErBE R e B AIRRRENRA

. HEHF (Common Good and Well-being)

¢ RPA: AIEZERE R ABRES @R, AIEMZESTm. RITEREIRISERE
¢ 2201 AIRTLURES RS X EEREIRRIERRNGE, NERNXREESEDT. BuEothEs,
ANZBAT LA BB 2 H e 3 R B AR SR AR B B REE RV T
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SRNCRGEREHE | | BREsaEn ERE | | BEORUBRINAIR
EE, BIERIR | | RSk, BaaeT | | GRE, SeRmE
(SR RRRIEAOA ISR AV

o A1 (Fairness) - BHAM (Transparency) - =44 (Robustness)
« SR\ (Privacy) - FEEEM (Explainability) - OJ5*% (Reliability)
- EfHR:= (Bias) o« ORIFEUEAREAS (Testing & - ZE M (Safety & Security)
Evaluation) - OJEIE (Accountability)
- Bz EfERY (Verification &
Validation)

HfEzEaE +« Al Explainability 360 : 12 A9 ESRME T MLER N B IEFEEFE MEIEREE
TEE# Hi5tE -  oERAREM - ASFT - #3F - BERasSsaE

« Al Fairness 360 : et ESIFEELIIEE RIS OE R E T EIET
T === NEMREE  TeESEERENAESEE - TEARGEHETTS - BEaEmEn -
=== A E{E 5 5m
C - Adersrial Robustness Toolbox : SziZFESE A SIS A G Nca FEEmiaiELE
outhon  GitHub H(DNN)ZEJHNRMMENME=22 M T AR

ERIKIR MIC 238, 2021
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Objective Tool i Description
AT&T  sofiware System to Software system to integrate mechanised and human-in-the-loop
Integrate Fairness Transparently @ components in bias detection, mitigation, and documentation of projects at
(SIET) various stages of the machine learning lifecycle.
Open-source toolkit to assess and improve the fairness of machine learning
(il B models. Contains an interactive visualisation dashboard and bias mitigation
' algorthms to help navigate trade-offs between fairness and model
performance.
Fairness 2 - i Open-source toolkit to enable measurement of fairess according to a
Linkedn Fasmess Tooiiot (14F 1) multitude of fairness definitions in large-scale machine learning workflows.
Open-source software tool to visually inspect and explore machine
Google What-If Tool learning model performance and data across multiple hypothetical
situations, with minimal coding required.
Open-source toolkit to help detect and mitigate unwanted bias in machine
IBM Al Fairness 360 - learning models and datasets. Provides approximately 70 metrics to test
for biases, and 10 algorithms to mitigate bias in datasets and models.
Technical standard to describe measurable and testable levels of
IEEE Standard for Transparency -
transparency, so that autonomous systems can be assessed and levels of
of Autonomous Systems B -
compliance determined.
Transparency Documentation framework for sharing the essential facts of a machine
i learning model in a structured, accessible way, providing an overview of
Google Model Card Toolkit what the model is intended to do, how it was architected, trained, and its
limitations.
: Software to help developers get explanations on the outcomes of their
Goog[e Cloud Explainable Al models. Can be applied to the Al models trained on tabular, image, and text
service ;
data. Not open source.
Explainability ) = ) Open-source toolkit of algorithms, code, guides, tutorials, and demos to
IBM Al Explainabsity 360 Toollat support the interpretability and explainability of machine learning models.
Nicroaait intecoratiil Open-source toolkit containing machine learning interpretability algorithms
= to help understand model predictions.
Opeh-source toolkit for machine learning security. It provides tools to
Robustiiess IBM Adversarial Robustness 360 evaluate, defend, certify and verify machine learning models and

Toolkit

applications against the adversarial threats of evasion, poisoning,
extraction, and inference.

Source: Tools for trustworthy Al: A framework to compare implementation tools for trustworthy Al systems, OECD, 2021
7 2022 © Bl TS #EE Institute for Information Industry
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® Privacy
¢ Owkin

O =E#8 Ba8E 0 0MRES

¢ Hazy
HEFEl - GAN
¢ DataGen
O D&Ed#El - GAN - 3D 5EBER

 BRER

® Monitoring

¢ Truera
ZEFEl - MLOps - Al BE1ZE

DataGen EE,WFITEE%/\H E’J"E/@l@f‘k =i}

{EAIFRE

® Explainability

¢ Hacarus
O HAME - Sparse Modeling - AOI
¢ Kyndi
ZEHEl - Knowledge Graph - SEEBXX A DT
¢ Darwin Al
#EHEl - Neuron Deletion - Al #2%E 5%

Truera AlmmEERIES

HS BB
ruera Diagnostics ruera Monitoring
ey | [EEEER ®i ERRET TEREIEAE
e iak 1 BELIER TRERE RREYE
.
g‘ meEh W Ende H soee 0 snse H sizsa = loces
ERREST
R RERS AT RS mEi TEit R
OJfZES|E
magRy
BRI BRNE
e DQSM‘ Qleetn [ Keras R [+ [ inwsne  ALGORITHMIA i Google Al ) ; ‘
)g‘G“BOOSt @ roinon ¥ TensorFlow ¢ Pytorch ) 4\ Azure @ suciaiver  FADATADOG

Truera Al B E RIS &

ERRIR MIC 2238, 2021
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® ALEBI—ERANEEERRE - BAIFIERREISERLS - A
= H R E - ZEIEIE RG] 1R Ba1E S il I pYR 58

® itsiAH‘EFﬁ;—$EﬁSZEE g RIS ERS - R E Y = B E RS
B SERRE 2O EEAl - BERERANEHBETE

JRiEthFRkk: S2AIEmIMNE BASEREEKS

(RERER/EHES) REREEAFETARS KUREDIGTIMES  FEEE 102
I e —— ma E AI§§%$E%%m02TmmnNEWO SR A BRREARENA
i ot s T R, BhY RERERINSAEAAAIAIEE (A)  AMBAREESHES
%\ﬂl%ﬁ RN AEEERS

EXAIMEER D MBS (NS E)

= +

SN NEANBERNESANALER - SAXNAREER - EPEANSNEN
2#e AEE YEREATEENZL  RUAARNERERREREDATEENH
RRRER  ERREMMARAZE  RREMRMLLERAREANIE -

FENTARRZENFER FATERERNBRD SRLHRERAGH /D Ao
REXAIEZE  AIEZEXL AIBEHER mﬁ%ﬁ*iﬁ RRRARAEEA

(E%
. \ =
: s TE2HBL4 EnAEANBRKNE RRRMAHEL BB AZARRER
X RANIBERRAERRS -
Source: The global landscape of ai ethics guidelines. Nature Machine Intelligence (2019) ERIZRR: https://ec.ltn.com.tw/article/breakingnews/3914721
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® ;&) NSW Al Assurance Framework
=ZHEHEEIFIREET ~ E2BMERAINEmMMNBER RS

FAEERERST - EHEEMRE - SREBERER - FRTREENT

Contents HI}”"?EHZ (3& - W B
% o EAAME - CORSE - T“'Eﬁ)

1. Minister’s message Overall assessment
2. About the Al Assurance Framework 5 Governance requirements
3. Engaging with benefits and risks 10 7. Glossary 55
4. Self assessment 14 6. Resources 57
(W 11 [ '] '] General benefits assessment 16
Artlflclal I ntel | Igence General risk factor assessment 17
Community benefit 18

assurance framework : RIRFEIFRE - &
Transparency 58 I:Fl 5 3'5';%" I%)

As described by the NSW Government Al Strategy, Al (Artificial Accountability a3
Intelligence) is intelligent technology, programs and the use of
advanced computing algorithms that can augment decision

making by identifying meaningful patterns in data.

Procurement 46

Al risk factors exist on a spectrum

The key factor that determines risk is how the Al system is used, including whether it is operational or non-operational

The Framework is intended to be used for custom Al systems,

customisable Al systems, and for projects developed usin, Very low risk i i Very
generic Al platforr¥1s. , M PSS or A R s hrifchs high risk
— O O O Ol

Apply the framework before you use or deploy your Al system.
All Al systems should be piloted before being scaled.

GOVERNMENT

Al generates insights for
non-operational human
use from non-sensitive
data
(example: analytics
package reporting on
historical non-sensitive
data)

Al generates insights or
alerts for operational human
use with minimal potential for

harm
(example: anomaly detection
software; alarm system)

Al makes operational
actions, decisions or
recommendations with no
routine human owversight with
minimal potential for harm

(example: automated door;
biometric login with
alternative login methods:
automated phone menu,
smart sign showing driver
speed)

Al generates operational
insights / decisions /
recommendations for
human to action with

some potential for harm

(example: public facing

chatbot: red light camera,
intruder alernt system)

Al generates insights for
non-operational human
use analysing sensitive
data
({example: analytics
package operating on
data of vulnerable
individuals)

2022 © B T HEFES Institute

Al makes and implements
operational decisions
autonomously of human
imnput in the interests of
human safety and
wellbeing
(example: anti-lock
braking system)

Al makes and implements
operational decisions
within a specified range,
and refers exceptions for
human to review and
action
(example: loan application
System, autonomous
tram}

Al makes and implements
operational decisions
that can negatively affect
human wellbeing
autonomously of human
input
(example: autonomous
benefits eligibility reviews:
judicial custodial sentence
recommendations.
unconstrained
autonomous system, self
driving car)

for Information Industry
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From Principle to Algorithm
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T DITERE
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3B HA
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Step 1: Map out the purposes for the system, including any decisions that will be made about
G . P individuals based on, or influence by, the Al system, as well as the different outcomes and their
effects on those individuals. Conduct an initial assessment of potential forms of statistical
inaccuracies (including unfair bias and discrimination), which include how you will meet your

@%‘10 ﬂﬁlf%:f:u‘**

= fairness requirements in relation to discrimination in your context. This should include your

,? I ﬂﬂ 'z E mitigation and management strategies. Ensure that risks are drawn from a wide range of

~ stakeholders including policy, user research and design, computer science expertise, and data
"‘cc"'"" outputs or decs"’“’ subjects (or their representatlves) Ensure that your assessment is conducted by appropriately
made by Al systems caused by skilled personnel (this may require a cross-disciplinary approach, eg data scientists working with
insufficiently diverse training data, :’ 1syste_mts may use ot:'ler legal counsel and review boards). Your assessment should be understood and signed off by an

. . e training data that reflects past ata points as a proxy for appropriately senior personnel.
Raqu"'::: i :z';f::;s;:?:ﬂ discrimination, design architecture |characteristics leading to 3 4 4 o o )

Design discr‘rr-:nation) choices or another reason. This unlawful discriminatory Step 2: Document what the minimum success criteria that is necessary to proceed to the next
leads to adverse impacts on outcomes that are difficult to step of t_he lifecycle (eg minimum Astatlstlcal accuracy achieved in the testing plruase befure_
individuals such as discrimination, |detect. proceeding to deployment, or minimum level of fairness based on a specific fairness metric). You
financial loss or other significant should consult with domain experts to inform you which metrics are contextually most appropriate

for the model. You should initially focus on outcomes that are immediately experienced by
individuals and whether they would reasonably expect the outcomes, or whether adverse effects
could be justified. You should also consider the different impacts of false positive and false
negative outcomes.

mic or social di

Step 3: Ensure the team that will be responsible for building the Al system have an awareness of
the assessment that has taken place and what their requirements are.

2022 © Bl TS #EE Institute for Information Industry
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e =Bl DKE Al Risk-adapted Regulatory System
¢ HHAIEMGIENRREE 7R R

Atk 228l =2 (MT) R 61

Applications with unacceptable complete or partial prohibition:
potential for harm MT for testimonies in court

Al
a4 - BlE
aRIREF M

A

Prohihition

npplicat_ions with substantial for continuous control by supervisory institutions:
potential for harm MT of contracts and medical letters

plus e g ex- ante apprwa! procedures:

g manuals

Disclosure obligations to supervisory
= N Appl institutions, ex-post control,
%ﬁ Fﬂﬁ N /L.\\ Eﬁ = ‘BLEU Score. audit procedures

- AR o

|

Begin specific regulation

VNS

Applications no special measures
¥j‘ =ﬁ nB without or with
— -~ = of B S & =
Jn A only minimal MT for private emails, chats and blogs
-3 *ﬂ potential in a closed group,
== ¢

for harm MT for private recommendations,
MT for translation of information from websites

Source: German Standardization Roadmap on Atrtificial Intelligence, Nov., 2020
14 2022 © Bl TESE#H S Institute for Information Industry
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Assurance across the Al system lifecycle iﬁﬂiﬁk'—h ﬁgf D@,Hﬂ
Ongoing impact /(risk) assessment EEE/ A PE T
Compliance audits HEEEZ
Certification e

Bias audit 1ﬁ Eﬁ*g*ﬁ

o< D S

Scoping Data Modeling Development Deployment Retirement
gathering & & Design rat:on &
preparation M nitoring
E&REE BEi2E 1R BEERE EY tRimE SERE SR
Conformity assessment @;EESF{E Impact evaluation 1§]’ n:l:g

Formal verification B %M g
Performance testing §‘i ﬁg; ‘IJ %it

Other ongoing testing including red teaming E{m;ﬂu%ﬂ[ﬁll}g}ﬁgﬁ

Source: https://cdeiuk.github.io/ai-assurance-guide/
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Proof of conformity of Al products and processes

Autonomy & control

Al quality criteria

Technical tests
Marketability

e _/

Internationally harmonized testing principles

G- 1ERIIRE AR -G

International standards & specifications

Source: German Standardization Roadmap on Atrtificial Intelligence
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® Provide comprehensive quality assurance for Al solution

¢ Data, Model, Process, Performance, Security

3. Assess ML Process Quality

Access ML Process and frameworks form
quality assurance perspective.

REHREEEANTAFRTAMNE -

1. Assure Data Quality

Test data/feature for correctness.
Completeness and quality.

BRETREAEEAEmMEAIIR / AENRE -

BN IR AL B 8 R BB PR R R T AORLAE HEIRTE & SRR -
A S
Test/ evaluate ML model for it's correctness. | ~ / ;'
Completeness and quality. ‘[
Completeness and quality. L_ Assure ML solution on non-functional
- WREENEBREIZBESEAGHEE - ;—@ aspects including security and performance.
MEREIERB AR RIBHEENER - o EFREBEENIIFEMEZSEHELZEGSIEZEF -

- EREHAHHBEEENADEEEEREN -

360° QA for Al

2022 © El T E S Institute for Information Industry
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Key actors in the Al assurance ecosystem

SIMPLIFIED Al SUPPLY CHAIN

Al ASSURANCE SERVICE PROVIDERS INDEPENDENT RESEARCH

SUPPORTING STRUCTURES

Government Regulators Standards bodies professional bodies

Source: The roadmap to an effective Al assurance ecosystem, CDEI, UK, 2021

2022 © El T E S Institute for Information Industry



}

i O S{EAIERE 2 HEENLE

-

Al 4t/ m;85M

V4y;]

Al (£fEH

B
Al KA
C AR

AH s EmEESR
Al 81570
XA E{ERE

Jh N

RAE X% (EE—?—)

H

Ra

181
- HEEDR

o AIEK7D IR

. BRI

Y {EITY

2022 © El T E S Institute for Information Industry



P + =A, = Z
ih tmam. BEOEEAIERR A
® 2 - 5 - RFEMAIKRINRERERISE R S EAISE R IFRITAIRL
It {11 HY) BB 22 A 5
¢ UK: The roadmap to an effective Al assurance ecosystem
¢ US: Advancing trustworthy Al

¢ DE: German Standardization Roadmap on Artificial Intelligence
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